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Abstract
Innovative methods for morphological and functional analysis of bones have become a primary objective in the
development of planning systems for total knee replacement (TKR). These methods involve the interactive identification of
clinical landmarks (reference points, distances, angles, and functional axes of movement) and the determination of the
optimal implant size and positioning. Among the functional axes used to estimate the correct alignment of the femoral
component, the Whiteside line, namely, the anterior-posterior (AP) direction, is one of the most common. In this paper, we
present a computational framework that allows automatic identification of the Whiteside line.

The approach is based on geometric analysis of the saddle shape of the intercondylar fossa to extract the principal line in
the AP direction. A plane parallel to the frontal plane is moved in the AP direction to obtain the 2D profiles of the
intercondylar fossa. Each profile is fitted to a fifth-order polynomial curve and its maximum curvature point computed.
The point set collected across all the profiles is then processed to compute the principal direction. The 2D profile-fitting
and 3D line-fitting residual errors were analyzed to study the relationship between the intercondylar fossa aspect and the
nominal saddle surface. The method was validated using femur specimens from elderly subjects reconstructed from CT
scans. The repeatability of the method was evaluated across five different femur surface resolutions.

For comparison, three expert orthopaedic surgeons identified, by virtual palpation, the Whiteside line on the same 3D
femur models. The repeatability (median angular error) of the Whiteside lines computed by the automated method and by
manual virtual palpation, was approximately 1.0� and 3.5�, respectively. The angular skew error between the two axes,
measured on the axial plane, averaged approximately 4.00� (SD: 2.64�) with no statistical difference. The automated
method therefore proved more reproducible and was in agreement with the manual method. We conclude that operator-
independent methods, such the one presented in this paper, can be favorably introduced into orthopaedic surgical planning
systems.
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Introduction

During total knee replacement (TKR), several

instruments are used to remove the damaged bone

and cartilage, to verify implant sizing, and to set up

proper implant positioning. Additionally, traditional

TKR uses intramedullary and extramedullary

instruments to assist with implant alignment [1].

To avoid the need for such invasive instruments,

computer-aided knee navigation, requiring optical

or electromagnetic 3D tracking systems and tracker

tools rigidly connected to the patient and to the

surgical instruments, has been introduced into

clinical practice. By measuring in real time the

relative position of the tools with respect to the
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patient’s bones, these systems allow accurate posi-

tioning of the jigs, enable the femoral component

rotation to be correctly established, provide instan-

taneous feedback on overall alignment, and are able

to prevent implantation of malpositioned compo-

nents [2, 3]. Overall, computer assistance results in

decreased variability and the sensible reduction of

outliers [4, 5].

Recently, 2D- and 3D-based innovative methods

for surgical planning and simulation systems have

emerged, allowing interactive or semi-automatic

identification of clinical landmarks, i.e., anatomical

points, lines and regions, on the patient’s individual

virtual bone anatomy. These methods allow deter-

mination of the optimal implant size and positioning

according to the computed clinical landmarks,

visualization of the virtual bone resections, and

simulation of the entire intervention prior to surgery

[6–16]. As an added value, they provide function-

alities, based on bone surface analysis, for designing

and modeling personalized resection guides that can

be used during the TKR procedure, substituting for

the traditional jigs and avoiding the need for

any other alignment instrument or navigation

support [17–19].

From the technical point of view, one of the

critical points of this last approach is that the

reliability of the surgical outcome is strongly

dependent on the correct alignment and anatomical

coupling of the personalized resection guides with

the patient’s bones. Both the measurement quality

and reproducibility of the clinical landmarks, which

directly affects correct prosthesis alignment, and the

morphological interface modeling of the jigs, which

directly affects the accurate and unique coupling of

the guides with the patient anatomy, are therefore

significant issues. In particular, it has been shown

that virtual palpation in CAD environments on both

2D images and 3D shape bone models is time-

consuming and suffers from low inter-observer

repeatability [10, 20–22].

In this paper, we address the problem of the

quality and repeatability of the clinical landmark

measurements performed on 3D femur models and

propose a computational framework to automati-

cally identify the Whiteside line (WL), i.e., the

anterior-posterior axis of the distal femur (Figure 1).

The WL, defined as the line connecting the deepest

part of the anterior patellar groove (APG) to the

center of the posterior intercondylar notch (PIN), is

traditionally used in TKR as a reference for assess-

ment of the femoral component rotation [23–25] as

an alternative to the transepicondiylar axis (TEA).

While the TEA has been largely used to approx-

imate the optimal flexion-extension axis of the knee

[26–31], the WL has been shown to be a valuable

alternative to the TEA in severely valgus knees [32].

In earlier publications [13, 14], we proposed a

computational framework to process the 3D shape

model of the femur and extract the shaft, distal and

proximal parts. A method based on geometric-based

analysis allowed the extraction of the femoral head

and neck from the proximal femur, and a sphere-

fitting algorithm was used to compute the center

and radius of the femoral head [13]. The automatic

processing of the distal femur surface allowed 3D

LEP

PIN

APG

MES

Whiteside line

Transepicondylar
axis

Figure 1. Diagram of the Whiteside line and transepicondylar axis along with the four point landmarks, namely, the
deepest part of the anterior patellar groove (APG), the center of the posterior intercondylar notch (PIN), the lateral
epicondylar prominence (LEP) and the median sulcus of the medial epicondyle (MES), conventionally considered to trace
the two axes.
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segmentation of the condyles and intercondylar

fossa [14]. Building on these earlier results, we here

propose a method that uses a cutting plane, parallel

to the frontal plane, to obtain the 2D profiles of the

intercondylar fossa. Each profile is fitted to a fifth-

order polynomial curve and its maximum curvature

point is computed. The point set collected across all

the profiles is then processed through robust 3D

line-fitting to compute the WL. The performance of

the method was evaluated using mesh surfaces

reconstructed from CT scans of 20 cadaveric

femora. A reference axis set was obtained by

manual analysis of the 3D femur models, performed

by three medical experts, and used to compare the

reproducibility of the automated method with the

inter-observer reproducibility.

Methods

Whiteside line

The starting point of our procedure is an available

3D shape model of the distal femur, segmented in

the medial and lateral compartments. Estimation of

the WL is done by cross-sectioning the intercondy-

lar fossa through planes parallel to a conventional

frontal plane, which we consider to be equidistant

from the two posterior condyles. This plane is

automatically computed starting from an initial

guess that we assume to be parallel to the frontal

images digitally reconstructed from the original axial

scans. The position of the plane is considered fixed

to the projection of the geometric center of the distal

femur on the shaft axis. The plane orientation is

iteratively adjusted, within an evolution strategy-

based optimization [33], through two angles, ’ and

�, in the two directions orthogonal to the plane

normal, until the lateral and medial condyles, in the

posterior direction, are equidistant from the plane.

The corresponding fitness function is set up as

follows:

f ¼ min dl ’,�ð Þ � dm ’,�ð Þ
�� ��� �

ð1Þ

where dl ð’,�Þ and dmð’,�Þ are the distances from the

points on the lateral and medial posterior condyles

to the current frontal plane, respectively (Figure 2).

Initial frontal plane 

Final frontal plane 

n

ϕ

κ

Points equidistant 

from the frontal plane 

Figure 2. Frontal plane computed through the evolution strategy-based algorithm. The plane orientation is iteratively
adjusted through two angles, ’ and �, in the two directions orthogonal to the plane normal n!.
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The optimization method evaluates a posteriori the

quality of the actual solution (fitness) and, conse-

quently, adapts the mutation function in the

parameter space (’, �) in such a way as to minimize

the fitness, finding more and more effective solu-

tions as the evolution progresses. The procedure

involves the generation of offspring parameter sets

by mutating the actual parameter set (’t, �t) at

evolution step t. We adopted the (1, �) evolution

strategy (ES) paradigm, which implies that a single

parameter set (father) generates � sons in the

offspring, of which only one is selected to become

father to the next evolution step. Two nested cycles

are considered: the outer one is related to the fitness

computation for all the parameter sets in the

offspring population; the inner one is related to

the fitness computation (area of the neck cross-

section) corresponding to the current parameter set.

For all elements in the population (one element is a

parameter set), fitness is computed and accumu-

lated for the following selection process. The

parameter set associated with the lowest fitness is

selected to become the parent in the next epoch of

the evolution process. The mutation function is

adapted according to the covariance matrix adapta-

tion (CMA) method [33]. The evolutionary opti-

mization stops when either the step size of the

mutation function falls below a predefined conver-

gence threshold (0.05�) or the fitness falls below

0.1 mm.

Once the frontal plane has been computed, the

cross-sectioning of the distal femur can be

exploited. Starting from the central part of the

fossa, the plane is moved along its normal direction,

alternately in the anterior and posterior directions,

by a step size of 0.5 mm. This is repeated until the

margins of the fossa are detected. For each cross-

section, the algorithm first extracts the contour and

determines the distal points pl and pm in the lateral

and medial condyles. It then aligns the 2D profile

along the X-axis determined by the pl � pm segment

and separates the 2D profile of the fossa from the

overall profile, computing the high-order polyno-

mial fitting of the profile as

y ¼ anxn þ � � � þ a2x2 þ a1xþ a0 ð2Þ

In conclusion, it determines the point pc corre-

sponding to the maximum point of the polynomial

function (Figure 3). The anterior margin is auto-

matically detected by using a lower threshold for the

maximum curvature of the profile (10% with respect

to the maximum curvature measured on the central

profiles) as the fossa becomes progressively

smoother moving in the anterior direction. The

posterior margin is automatically detected by using

a lower threshold (1 mm) on the residual error of the

polynomial fitting with respect to the profile points.

The WL lt was then computed by fitting a 3D line to

the point set {pc} (Figure 3).

The optimal order n of the polynomial fitting was

found by considering the minimum a posteriori

residual fitting error ef, which was computed on a

target femur model as follows:

ef ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
c

P
m

ycm�eycm

� �2

M

r
C

ð3Þ

where ycm andeycm are the mth ordinates of the points

on the intercondylar fossa profile and the poly-

nomial function, respectively. m (1:M) is the

number of points in the cth profile (1:C) sliced on

the intercondylar fossa. Increasing orders of the

polynomial function were used starting from the

2nd order.

Data collection

Eleven embalmed cadavers (9 male, 2 female) with a

mean age of 77 years (range: 61–95 years) under-

went CT axial acquisition using a Siemens

Somatom Sensation 64 scanner (Siemens AG,

Erlangen, Germany) with a field of view of

38 cm� 38 cm, set to 140 kV and 48 mAs. A total

of 635 contiguous axial slices (512� 512 pixels)

were acquired at 1-mm scan intervals. As two

subjects in the study group had undergone a total

hip arthroplasty on the left and right side, respec-

tively, only 10 left and 10 right image datasets were

considered. Three-dimensional models of the

femoral outer surface were manually created for all

CT datasets using a Mimics software application

(Materialise NV, Leuven, Belgium). The femur was

separated from the pelvis, tibia and patella by

manual editing followed by a region-growing

operation. Articular cartilage was excluded from

the segmentation. Holes in the voxel masks, which

connected the endosteal cavity to the outside, were

removed using 3D morphological closing. In some

cases, manual editing was necessary to close the

remaining holes. Cavity fill was then used to remove

all cavities from the mask. Finally, 3D morphologi-

cal opening was applied to smooth the surface.

Repeatability

The performance of the method was first expressed

in terms of the repeatability of the WL direction.

While the determination of the parameters from the

femoral surface is fully automated, the quality of the

manually obtained mesh can affect the repeatability

of the method. Five different surface quality

levels, corresponding to different numbers of surface

74 P. Cerveri et al.
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faces – 20,000, 15,000, 10,000, 5000 and 3000 –

were obtained using the Amira software package

(Visage Imaging, Inc., San Diego, CA). Considering

that the original femur surface consisted of approxi-

mately 75,000 faces, the corresponding Hausdorff

distances to the five smoothed surfaces were

approximately 0.03 mm, 0.05 mm, 0.06 mm,

0.10 mm and 0.15 mm, respectively. (Given two

surfaces A and B with differing numbers of points,

the Hausdorff distance between A and B is obtained

as H(A, B)¼max(h(A, B), h(B, A)) where

h(A, B)¼max(min(d(a, b)) for all a in A, b in B,

where d(a, b) is an L2 norm.) The mesh with 20k

faces was considered to be representative of a

high-quality surface (reference mesh) and the other

lower-resolution meshes were compared to it.

Input

Distal femur surface
Frontal direction

Computing the cutting 
plane

Surface slicing

2D profile 

Distal points 

A/P margin 
detected?

Extracting the profile of
the fossa

Polynomial fitting of
the profile

yes

no

Getting the point pc at 

maximum 2D curvature

Shifting the cutting 
plane in A/P direction 

Output

Point dataset {pc}
of the intercondylar 

fossa 

Profile curvature

X-axis alignment

πf

Figure 3. Processing of the intercondylar fossa surface. The frontal plane �f is iteratively shifted in the anterior and
posterior direction to obtain the cross-sections of the femur surface. For each cross-section, the algorithm extracts the
contour, determines the distal points in the lateral and medial condyles, aligns the 2D profile along the X-axis, separates the
2D profile of the fossa from the overall profile, computes the fifth-order polynomial fitting of the profile, and finally
determines the point pc corresponding to the maximum curvature. The anterior margin is automatically detected by using a
lower threshold for the maximum curvature of the profile (10% with respect to the maximum curvature measured on the
central profiles) as the fossa becomes progressively smoother in the anterior direction. The posterior margin is detected by
using a lower threshold (1 mm) on the RMS residual of the polynomial fitting with respect to the profile points. The
collected point set {pc} is then used for 3D fitting the WL.
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This selection was also motivated by the fact that we

verified a good compromise between surface detail

and computational load.

Median values and lower- and upper-quartile

ranges were considered. To compare the results

across different mesh qualities, statistical analysis

was performed using a Kruskall-Wallis test with a

5% significance level.

Relation between WL uncertainty and intercondylar

fossa morphology

To evaluate the quality of the WL assessment, we

considered the 3D line-fitting error e3D corre-

sponding to the 20k surface mesh. This value,

consisting of the RMSE of the residual error

distance distribution of the points {pc} from the

fitted WL, was determined as follows:

e3D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
c d2

c

� �
N

s
ð4Þ

with dc ¼ pc � pc

�� �� where pc is the cth fitting point

(corresponding to the maximum curvature in the cth

2D profile) and pc is the orthogonal projection of pc

on the WL line. We assumed that the e3D could be

related to the intercondylar fossa morphology. The

normal intercondylar fossa is shaped like a saddle

surface, which is characterized by a principal

direction. As evidenced in reference [34], systematic

deviations from normality due to osteoarthritis can

correspond to increased smoothness at the inter-

condylar notch level. Also, the smoothness of the

fossa can vary due to morphological variability. The

e3D error was compared to the qualitative evalua-

tion of the intercondylar fossa aspect, which was

carried out by the same orthopedic surgeon who

performed the virtual landmark palpation.

Comparison to clinical knowledge

The agreement of the results with clinical knowl-

edge was ascertained by comparing the WL direc-

tion obtained by the automatic method to that

obtained by manual detection. Three orthopedic

surgeons possessing the same level of expertise in

radiological images analyzed the original CT images

and the reconstructed high-resolution femur sur-

faces using Amira. The spatial location of the four

specific anatomical landmarks (the lateral epicon-

dylar prominence [LEP], the median sulcus of the

medial epicondyle [MES], the anterior patellar

groove [APG] and the posterior intercondylar

notch [PIN]) used to trace the TEA and WL, was

determined by virtual palpation. The experts ana-

lyzed all 20 datasets four times. For each expert, the

mean value of one point landmark and the

corresponding error distance were computed as

follows:

�P ¼

P
4 Pi

4
!

�x ¼

P
4

xi

4

y ¼

P
4

yi

4

z ¼

P
4

zi

4

! D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
4

�P � Pi

�� ��2

4

s

ð5Þ

The overall intra-observer variability in the land-

mark identification for each observer was repre-

sented by the median of the D value distribution

across all 20 specimens. The inter-observer varia-

bility was computed as the distance D of the three

averaged point landmarks �Pj (where j¼ 1,2,3

represents the observer) from the mean point P as

follows:

D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
3 P � Pj

��� ���2

3

vuut
ð6Þ

The WL direction, averaged across observers, was

used as a reference for comparison with the

corresponding direction computed by the auto-

mated method. The statistical comparison was

performed using a Kruskall-Wallis test with 5%

significance level. The TEA direction, averaged

across observers, was used to evaluate the perpen-

dicularity in the axial plane between the TEA

direction and the two WL directions.

Results

The automatic processing of a single femur surface

(with 20k faces) took approximately 10 seconds.

The WL detection algorithms converged to con-

sistent results for all the surfaces.

Polynomial fitting of the intercondylar fossa profile

The fifth-order polynomial proved to be the best

fitting function for the profiles sliced on the

intercondylar fossa according to the fitting error

(Table I). The sixth-order polynomial was inapplic-

able because of over-fitting.

Table I. Fitting error ef (in mm) across the different
polynomial orders.

Order 2nd 3rd 4th 5th 6th

ef 5.62 3.60 1.98 0.49 Overfitting

76 P. Cerveri et al.
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Repeatability

The repeatability of the WL was good, with a

minimum relative median error of less than 1.0� for

15k versus 20k. As expected, the repeatability

decreased with decreasing surface detail. The

variability around the median value was in the

region of approximately 7.5� for 3k versus 20k, 3.8�

for 5k versus 20k, 3.7� for 10k versus 20k, and 2.2�

for 15k versus 20k (Figure 4). The maximum error

was less than 8� in correspondence with the 3k

versus 20k distribution. The 10k versus 20k and 15k

versus 20k error distributions were both statistically

different (p < 0.009) from the 3k versus 20k error

distribution.

Relation between WL uncertainty and intercondylar

fossa morphology

The variations in the e3D error ranged from

0.30 mm to 4.50 mm (Figure 5). The e3D error

distribution was in agreement with aspects of the

corresponding intercondylar fossa. For instance,

the intercondylar fossa of specimen #4 was

Figure 5. 3D fitting error distribution across the 20 specimens.

3kvs20k 5kvs20k 10kvs20k 15kvs20k

0

1

2

3

4

5

6

7

8

[°
]

Figure 4. Box-plots of the repeatability results (angular deviation on the axial plane) for the WL. On each box, the central
mark is the median, the edges of the box are the 25th and 75th percentiles, and the whiskers extend to the most extreme
data points not considered outliers, excluding outliers that are plotted individually as red crosses.
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quite irregular, and the corresponding e3D error was

approximately 4.50 mm, whereas specimen #8 had

a sharp and regular fossa with a corresponding e3D

of approximately 0.30 mm (Figure 6). The inter-

condylar fossae of specimens #12 and #13 were

quite regular but smooth, leading to e3D values of

approximately 2.70 mm and 2.40 mm, respectively.

Comparison to clinical knowledge

Manual identification of the point landmarks for a

single femur took approximately 35 seconds on

average. The intra-observer results showed differing

variability (median of the D values across the 20

specimens) for the three observers; however, the

variation was less than 1 mm for all four point

landmarks (Figure 7).

The inter-observer variability (point landmarks),

expressed as the median of the D values, was less

than 2 mm, with a maximum of approximately

3.5 mm for the APG landmark (Figure 8a). The

inter-observer variability for the PIN was signifi-

cantly better that that for the LEP (p < 5e�6) and

MES (p < 5e�5). The inter-observer variability for

the APG (p < 0.020) was significantly worse than

that for the other three landmarks.

The inter-observer variability (axis directions) for

the TEA (median error: �2�) was lower than that

for the WL (median error: �3.5�) (Figure 8b). The

difference between the two error distributions was

statistically significant (p < 5e�4).

The comparison of the WL direction computed

by the automated method with the corresponding

direction computed by virtual palpation of the PIN

and APG showed an angular skew error

(mean�SD), measured on the axial plane, of

approximately 4.00� (SD: 2.64�) (Figure 9). This

difference was not statistically different (p < 0.60).

The perpendicularity angle of the two WL axes with

respect to the TEA ranged from approximately 92�

to 78� and from 98� to 78�, respectively (Figure 10).

Discussion and conclusion

The Whiteside line in the distal femur is one of the

traditional axes, along with the TEA and the

Figure 6. Four representative surfaces of test specimens. The four specimens are (a) #4, (b) #8, (c) #12 and (d) #13
From visual inspection, it is easy to see that the intercondylar fossa of specimen #8 (b) is sharper than those of the other
three specimens. As expected, the corresponding 3D fitting error is lower than for the other three specimens.
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posterior condylar line, used to assess the correct

rotational alignment of the femoral component in

TKR. The WL was proposed in the literature as an

alternative to the TEA and has expanded its surgical

role for a number of clinical and technical reasons.

Clinically, the use of the WL for establishing

correct rotational alignment was reported to avoid

patello-femoral and femoro-tibial problems

[22, 30, 35]. In fact, the patello-femoral joint is

supposed to be addressed by orientation according
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Figure 7. Box-plots of the intra-observer variability {D} across the 20 specimens for the four landmarks, namely, the PIN,
the APG, the LEP, and the MES, for each of the three expert observers (a, b, c). On each box, the central mark is the
median, the edges of the box are the 25th and 75th percentiles, and the whiskers extend to the most extreme data points,
excluding outliers that are plotted individually as red crosses.
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Figure 8. Box-plots of the inter-observer variability for the four landmarks (PIN, APG, LEP, MES) and the
corresponding WL and TEA. On each box, the central mark is the median, the edges of the box are the 25th and 75th
percentiles, and the whiskers extend to the most extreme data points, excluding outliers that are plotted individually as red
crosses.

Figure 9. Stem diagram of the angular skew between the two WL axes computed by virtual palpation and with the
automated method.
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to the WL, as it is the connection between the

lowest points of the trochlea [21, 36]. Rotation of

the femoral component perpendicular to the WL

has the aim of bringing the trochlea of the implant

into the same position as the preoperative natural

trochlea. On non-arthrotic cadaver specimens, it

was possible to show that an orientation according

to the Whiteside line leads to a balanced medio-

lateral femoro-tibial pressure distribution across the

range of motion [37].

Technically, intra-operative identification of the

landmarks (LEP and MEP) used to trace the TEA is

difficult, due to the soft tissue underlying the

epicondyles, and highly observer-dependent [27,

38, 39]. While intra-operative identification of the

WL is easier than for the TEA, as the intercondylar

fossa is anatomically well-defined, it is also prone to

inter-observer variability. Criticism of the use of the

WL asserted that it is a very short landmark, and

therefore even small uncertainties in palpation can

lead to relevant (10�) rotational errors [40, 41]. In

the pre-operative stage, virtual palpation of the two

epicondyles in 2D images was also shown to suffer

from low reproducibility [42–44]. Taking advantage

of improvements in imaging technologies and image

processing techniques, easier manual analyses of the

3D geometry of the distal femur have recently been

undertaken [41, 45–48]. Nonetheless, manual

detection is still subjective and inevitably entails

low (4.5 mm) reproducibility of the point land-

marks, easily leading to angular skew of approxi-

mately 3–4� [10, 14].

Many studies of TKR have reported that align-

ment errors of the femoral component greater than

3.0�, as measured in the axial plane, are associated

with less satisfactory function and accelerated rates

of failure [43, 49–52]. This clearly means that any

landmark axis used to determine such an alignment

should be measured with an uncertainty of less than

3.0� with respect to the nominal value [40, 42]. In

general, however, the nominal value is not known

and the reproducibility of the measurement is used

as a factor for assessing the measurement quality.

This is acknowledged for anatomical and clinical

measurements with regard to the functional axes of

the distal femur.

To overcome subjectivity of the measurements,

automatic methodologies, applied to CT images

and bone surface models, have recently been

proposed. Worz and Rohr [7] presented a method,

based on 3D parametric intensity models fitted to

CT images, for the accurate localization of 3D

anatomical point landmarks as bony protuberances.

Analytic intensity models based on the Gaussian

error function have been introduced to efficiently

model tip-like, saddle-like, and sphere-like anato-

mical structures. They also provide an automated

optimization method for adapting a particular

model to a specific region of interest (ROI).

However, the optimization can be disrupted by

local minima, and global convergence has not been

demonstrated for tiny landmark structures.

Subburaj et al. [10] proposed an automatic

method for the detection of the anatomical

Figure 10. Stem diagram of the perpendicularity between the WL axes and the TEA. Diamond and dot marks refer to the
WL computed by the automated method and the virtual palpation, respectively. Values greater than 0� indicate an external
rotation of the WL relative to the TEA; smaller values indicate a relative internal rotation.
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landmarks of the distal femur and proximal tibia

based on surface curvature analysis, including a

priori knowledge of bone morphology. However,

surface curvature estimation was shown to be

sensitive to mesh quality and manual shape refine-

ment is required. Li et al. [53] presented an

automatic method for computing a flexion-exten-

sion axis of the distal femur, as an alternative to the

transepicondylar axis, based on 3D analysis of

the medial and lateral condylar shapes. However,

this method still required manual initialization

of the sagittal cutting plane.

The present work followed this research approach

and focused on the automatic identification of the

WL with high reproducibility. The main result was

that automatic detection of the WL on the 3D femur

model is more repeatable than when the WL is

traced through virtually palpated APG and PIN

point landmarks and is in agreement with clinical

knowledge. The algorithmic procedure involved the

cross-sectioning of the surface through planes

parallel to the frontal plane, the extraction of the

2D profile of the intercondylar fossa in each cross-

section, the fitting of a fifth-order polynomial

function to each profile, the computation of the

point at the maximum curvature in each profile, and

finally the robust fitting of a 3D line to the

maximum curvature point dataset. The fifth-order

polynomial function was found to be an optimal

choice that avoided over-fitting. The method was

validated using femur specimens from elderly

subjects reconstructed from CT scans. The CT

slicing resolution employed reflected on the overall

measurement accuracy, and significantly higher

errors might occur in the measurements if thicker

slices are used. This would probably be true for both

automated and manual methods, as the accuracy of

the surface reconstruction depends on the original

image resolution and slice thickness. In the present

study, we took this effect into account by consider-

ing five different femur surface qualities specified in

terms of the number of mesh faces (3k, 5k, 10k, 15k

and 20k), which were used to test the repeatability

of the algorithms. The 20k surface was considered

as the reference for the others. As expected, we

obtained better repeatability results for higher sur-

face qualities than for lower surface qualities

(Figure 4). We provided an uncertainty measure

of WL estimation that is related to the geometrical

information concerning the aspect of the intercon-

dylar fossa and its deviation from a regular sharp

saddle shape. As shown, higher uncertainties

correspond to irregular or smooth shapes

(Figures 5 and 6).

The inter-observer variability of the LEP and

MES point landmarks (Figure 8a) was in a range

comparable with results (2.6�, 3.6�) presented in the

literature [10, 42, 54]. The inter-observer variability

of the PIN was significantly better than that of the

other landmarks. In fact, the PIN represents an

example of a well-defined morphological area that

should be little affected by the image segmentation

and surface reconstruction processes. In contrast,

we found in some specimens that the medial and

lateral epicondyles were quite smooth and that the

LEP and MEP were very difficult to identify in

accordance with the literature [55]. The cross-

checking analysis performed on the original CT

images confirmed these results. While for the APG

we obtained high intra-observer variability for each

operator, the corresponding inter-observer variabil-

ity was significantly worse than that for the other

three landmarks. As the APG is an uncommon

landmark, such a result can be explained by differ-

ing anatomical considerations of the deepest part

of the patellar groove in the anterior direction

among the three surgeons. The corresponding

inter-observer variability of the WL confirmed

such results (Figure 8b), consistent with assertions

[40, 41] that uncertainties in palpation of the

PIN and APG can lead to relevant rotational

errors. The angular error between the two WL

directions, using automated and manual methods,

showed differences greater than 3.0� on average

(Figure 9). The orientation of the WL with respect

to the TEA showed a trend towards external

rotation (Figure 10) consistent with the literature

[27, 40, 41].

Some issues related to the overall approach have

to be considered. The method required a 3D

surface model of the femur, and it is relevant to

note that relatively thin-slice (1-mm) CT scans were

used in this study. This would require intense

radiation exposure for the subjects of in vivo

applications, which may prevent the immediate

translation of the overall method to the clinical

realm. In this study we showed that even low

resolution of the femur surface, which can be

obtained using thick-slice CT exams, provides

repeatability of the WL lower than 2.5� (median

error). In order to sensibly reduce the exposure,

MRI acquisition can be considered as an alternative

diagnostic technique that can be used for data

collection according to ad hoc acquisition protocols

for increasing the bone-tissue contrast. However,

accurate reconstruction of bone morphology from

MRI is still an issue as it requires at least 1.5-T

scanners, which are not usually available in ortho-

paedic hospitals, and ad hoc acquisition protocols to

increase the signal-to-noise ratio of the cortical bone

[15]. On the other hand, the model reconstruction

is not straightforward, but it should be noted that
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some recent studies on automated methodologies

for bone surface reconstruction from CT scans

[12, 56–58], and even from low-dose digital

stereoradiography [59], showed that high accuracy

and high speed were achievable.

The specimen dataset for the present study

consisted of cadaveric specimens, which were

evaluated by means of standard AP radiographs.

The knee cartilage was examined for any degen-

erative changes and the distal femur bone was

inspected for any obvious anatomic aberrations. No

relevant degenerative modifications of the knee

cartilage were detected. Slight early arthrosic

damage was found in five specimens, and marginal

osteophytes were found in 60% of the specimens,

though only within the intercondylar notch region.

Accordingly, the proposed method proved success-

ful for all the specimens and the uncertainty

distribution was quite effective in characterizing

the morphological differences of the fossa across the

specimens (Figures 5 and 6). However, larger

morphological deviations of the fossa could require

extension of the algorithm.

In conclusion, we can assert that the quantitative

results show that the automated method is more

repeatable than manual detection for Whiteside line

determination. As demonstrated, the automated

method is an operator-independent approach that

can favorably assist the surgical planning, enabling

reduced planning time by eliminating the need for

manual landmark identification and increasing

repeatability. The proposed methodological frame-

work can be considered feasible for incorporation

into a computerized planning system for TKR and

may be extended to the design and modeling of

personalized resection guides. While the use of

personalized resection guides can avoid the need for

other alignment instruments, it cannot account for

intra-operative ligament balancing. Therefore, if a

re-cut is necessary, the surgeon must switch to a

traditional intervention with intramedullary instru-

mentation, thereby losing all the benefits of the

custom resection guides. However, in resurfacing

interventions limited to one or even two compart-

ments (e.g., with the Journey Deuce implant from

Smith & Nephew), where the anterior and posterior

ligaments are spared, the use of personalized

resection guides could be of genuine benefit and

automated planning systems could be used more

extensively.
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